
Does Word Length Affect Speech Onset Latencies
When Producing Single Words?

Markus F. Damian and Jeffrey S. Bowers
University of Bristol

Hans Stadthagen-Gonzalez
Bangor University

Katharina Spalek
Humboldt-Universität zu Berlin

Most models of spoken production predict that shorter utterances should be initiated faster than longer
ones. However, whether word-length effects in single word production exist is at present controversial.
A series of experiments did not find evidence for such an effect. First, an experimental manipulation of
word length in picture naming showed no latency differences. Second, Dutch and English speakers
named 2 sets of either objects or words (monosyllabic names in Dutch and disyllabic names in English
or vice versa). A length effect, which should manifest itself as an interaction between object set and
response language, emerged in word naming but not in picture naming. Third, distractors consisting of
the final syllable of disyllabic object names speeded up responses, but at the same time, no word-length
effect was found. These results suggest that before the response is initiated, an entire word has been
phonologically encoded, but only its initial syllable is placed in an articulatory buffer.
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Spoken language is inherently sequential. Apart from overt
speech itself being serially ordered, most current models of lan-
guage production converge on the assumption that the abstract
assembly of speech sounds involves a sequential element; that is,
the phonological content of speech (consisting of, e.g., phonemes,
or syllables) is generated in the order in which it will be articulated
(see, e.g., Levelt & Wheeldon, 1994; Meyer, 1990; Meyer &
Schriefers, 1991; Roelofs, 2004; Sevald & Dell, 1994; van Turen-
nout, Hagoort, & Brown, 1997, for evidence supporting the se-
quentiality of phonological encoding). For instance, Wheeldon and
Levelt (1995) presented English words to Dutch participants with
good knowledge of English and asked them to silently generate the
Dutch translation and to monitor the internally generated speech
for a particular target phoneme. By varying the position of the
segment to be monitored, Wheeldon and Levelt demonstrated that
reaction times steadily increased for later targets, suggesting that
the internal code became incrementally available (see also Özdemir,
Roelofs, & Levelt, 2007; Wheeldon & Morgan, 2002, for similar
findings).

A more controversial issue concerns the degree to which speak-
ers plan ahead at the phonological level before they initiate a
response. Minimalist theories of planning (e.g., Dell, Juliano, &
Govindjee, 1993; Jordan, 1990; MacKay, 1987) stipulate that only
a very small degree of advance planning is carried out. Theories of
this type assume that as soon as the initial portion of an utterance
(i.e., its first segment) becomes available, articulation starts. By
contrast, nonminimalist accounts (e.g., Levelt, Roelofs, & Meyer,
1999; Wheeldon & Lahiri, 1997) assume that the portion of the
utterance that is buffered before it is articulated is considerably
larger. The unit of advance planning assumed by these accounts is
the phonological word, which is defined minimally as a stressed
foot and maximally as a single lexical word plus associated un-
stressed function words, such as auxiliaries, determiners, conjunc-
tions, and prepositions (cf. Wheeldon, 2000). Wheeldon and Lahiri
(1997) stated that “when it is possible to do so, speakers prefer-
entially initiate articulation following the phonological encoding
of the initial phonological word of an utterance” (p. 377). Of
importance, this account specifies a lower boundary on the degree
of advance planning but leaves open the possibility that speakers
may opt to encode more than a single phonological word (see
Alario, Costa, & Caramazza, 2002a, 2002b; and Levelt, 2002, for
a clarifying debate on how the scope of advance planning should
be defined).

If phonological encoding indeed proceeds incrementally and if
speakers encode at least an entire word before they start the
corresponding articulation, then a word-length effect is predicted
in single word production tasks, such as object naming: All else
being equal, longer words should take longer to prepare than
shorter words. Indeed, a number of previous studies have investi-
gated potential effects of word length in spoken production. How-
ever, as we outline later, the existing results are complex, and their
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interpretation is made difficult by possible confounding factors.
The current research takes another look at this issue.

Review of Past Research

One approach to characterizing the linguistic variables that
affect speech production is to conduct multiple regression analyses
on the results of picture-naming tasks when potentially relevant
variables (e.g., frequency, name agreement, etc.) are included as
predictors. In most analyses of this type, word length does not
emerge as a significant predictor (e.g., Alario et al., 2004; Barry,
Morrison, & Ellis, 1997). However, this null finding does not
constitute unambiguous evidence that the length of an utterance
does not affect spoken responses: Word length is strongly con-
founded with a number of other relevant variables, most notably
with age of acquisition (AoA; short words tend to be learned
earlier in life than longer ones) and frequency (short words tend to
occur more often than longer ones). For instance, Alario et al.
(2004) reported correlations of .292 between AoA and number of
phonemes and correlations of .251 between AoA and number of
syllables. The reported correlation between frequency and number
of phonemes was �.219, and the correlation between frequency
and number of syllables was �.251. In such collinear regressor
sets, the unique contribution of each regressor is likely to be an
underestimate of its true contribution, and as a result word length
may not emerge in the results, despite genuinely contributing to
naming latencies.

An alternative approach is to investigate the effects of word
length by manipulating it as an experimental factor. Here, initial
reports indicated positive results. Klapp, Anderson, and Berrian
(1973; Experiment 4) compared naming times of objects with
mono- and disyllabic labels and found that the former were named
slightly faster (14 ms) than the latter (see also Eriksen, Pollack, &
Montague, 1970, for a similar effect in the naming of two-digit
numbers). However, as subsequently pointed out by Bachoud-
Lévi, Dupoux, Cohen, and Mehler (1998), these early studies did
not control for various confounding factors, such as frequency,
ease of conceptual access, and so forth; hence, the results should
be interpreted with caution. Bachoud-Lévi et al. reported results
from a series of studies that controlled for such potential con-
founds. In five experiments, English or French speakers served as
participants. The stimuli consisted either of pictures or of arbitrary
symbols (e.g., &&) that participants were trained to respond to
with words of varying lengths. In none of the experiments did
word length exert a significant effect on response latencies. The
authors interpreted their pattern of results as suggesting that speak-
ers initiated their response before the entire word had been pho-
nologically encoded, hence rendering latencies for short and long
responses largely equivalent.

This conclusion has been challenged by more recent research.
Meyer, Roelofs, and Levelt (2003) investigated word-length ef-
fects in picture-naming experiments in which stimuli with mono-
and disyllabic labels were either randomly intermixed or were
produced in separate ( pure) blocks. The motivation for doing so
stems from reports of list composition effects in related domains
(e.g., Lupker, Brown, & Colombo, 1997), which are thought to
reflect decision processes that are not intrinsic to the language
system. According to this view, when items of varying difficulty
are intermixed, a response criterion is set to an intermediate

position, which acts to minimize underlying differences between
conditions. On the other hand, if the two types of items are
presented separately, the response criterion can be adjusted ac-
cordingly, and any real differences are more easily uncovered.
Meyer et al. found no word-length effect in the intermixed condi-
tion; crucially, however, such an effect emerged in pure blocks.
Meyer et al. argued that Bachoud-Lévi et al.’s (1998) use of
intermixed conditions obscured a real word-length effect in object
naming. In an additional study (Experiment 4) by Meyer et al.,
speakers produced the names of pairs of objects (e.g., pear and
scissors); the name of the first object was either mono- or disyl-
labic, and eye movements before and during speech were moni-
tored. Gaze durations for the left objects were shorter for mono-
syllabic than for disyllabic object names, which was taken as
further evidence for the claim that the preparation of shorter words
takes less time than the preparation of longer words. Meyer et al.
concluded that phonological encoding proceeds from left to right,
and contrary to the earlier view advanced by Bachoud-Lévi et al.,
a response is typically not initiated until the entire word has been
retrieved.

Santiago, MacKay, Palma, and Rho (2000) also reported a
word-length effect in picture naming; surprisingly, they found this
effect with a mixed presentation rather than the pure presentation
of the length manipulation advocated by Meyer et al. (2003; see
Roelofs, 2002b, and Santiago, MacKay, & Palma, 2002, for a
subsequent discussion of whether this difference should be inter-
preted as resulting from the number of syllables and the structural
complexity or merely from the number of segments). Speakers
named objects with either mono- or disyllabic labels, and Santiago
et al. reported a substantial latency advantage for the former
compared with the latter. In addition, Meyer, Belke, Häcker, and
Mortensen (2007) carried out a study in which the word length of
the object name was varied from one to three syllables, in pure
presentation blocks. Picture-naming latencies were significantly
faster for mono- than for trisyllabic picture names, supporting the
claim that word length affects object naming.

Overall, the reviewed studies provide some support for the
notion that word length constrains object-naming latencies, partic-
ularly when short and long responses are generated in separate
experimental blocks (as in Meyer et al., 2003, 2007).

Difficulties Arising in Matching Stimuli
Across Conditions

As pointed out by Bachoud-Lévi et al. (1998), in studies in
which different stimuli are compared across conditions, it is im-
perative to control for possible differences between the sets other
than those of interest. Hence, the validity of studies of the type
summarized earlier depends on whether stimuli were matched in
all aspects other than word length. This, however, turns out to be
very difficult to accomplish in studies with pictorial stimuli. At
minimum, stimuli need to be matched across the word-length
conditions on frequency of occurrence, AoA, and name agreement,
all of which are well-established linguistic predictors of object-
naming latencies (e.g., Alario et al., 2004). Additionally, because
of the well-documented variability with which spoken responses
trigger digital voice keys (Kessler, Treiman, & Mullenix, 2002;
Rastle & Davis, 2002), stimuli need to be matched on word-initial
phonetic characteristics. Finally, the possibility must be excluded
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that latencies are confounded with differences in ease of object
recognition and/or access to conceptual representations. As we
show, all currently existing studies fall short on one or more of
these criteria.

Meyer et al. (2003) found slower naming latencies for pictures
with disyllabic than with monosyllabic labels. Pictures with mono-
and disyllabic labels were selected on the basis of a pretest that
assessed their name agreement, and they were matched on fre-
quency of occurrence. AoA values were not reported. However,
for the 13 out of 16 monosyllabic labels and the 12 out of 16
disyllabic labels for which values were available either from
Stadthagen-Gonzalez and Davis (2006) and/or from Bird, Frank-
lin, and Howard (2001), the results were similar (3.00 and 2.94,
respectively, on a scale from 1 to 7). Furthermore, stimuli were
pairwise matched on the initial segment. To control for nonlin-
guistic variables, Meyer et al. carried out a control experiment in
which participants categorized the stimuli in a task that did not
require name retrieval. An object/nonobject decision task was used
in which critical objects were intermixed with pseudo-objects (i.e.,
entities that could be real objects but are not), and participants
performed a corresponding manual response. No significant dif-
ferences between pictures with mono- and disyllabic labels were
found, either in pure or in mixed blocks; hence, the authors
concluded that the significant difference emerging in object nam-
ing could be attributed to the linguistic variable word length rather
than visual or conceptual processes.

A potential problem with this conclusion is that the object/
nonobject decision task reported in Meyer et al. (2003) revealed a
surprisingly fast average latency of 452 ms. By contrast, our own
attempts to use this task have consistently shown substantially
slower latencies of roughly 600 ms, which generally are in agree-
ment with previous studies that have used this task (e.g., Gerlach,
Law, Gade, & Paulson, 1999; Griffin & Bock, 1998; Holmes &
Ellis, 2006; Kroll & Potter, 1984). This raises the possibility that
participants in Meyer et al.’s control task may have based their
decision on something other than genuine object recognition (e.g.,
it is possible that the objects could be distinguished from the
nonobjects on the basis of surface characteristic of the drawings).
If so, the conclusion that the reported latency difference in the
picture-naming task can be attributed to word length could be
compromised. To investigate this possibility, we retested their
original pictures on a different widely used control task: word–
picture matching.1 In this task, a printed word is presented first,
followed by the target picture, and participants manually decide
whether the two match (also used by Bachoud-Lévi et al., 1998,
Experiment 1; Meyer et al., 2007; Özdemir, Roelofs, & Meyer,
2007, and others). In a recent study, Stadthagen-Gonzalez, Dam-
ian, Pérez, Bowers, and Marı́n (2009) systematically investigated
the properties of this task by collecting response times on a large
set of stimulus pictures and conducting regression analyses that
included conceptual (i.e., image agreement, familiarity) and lexical
(i.e., frequency, AoA, and word length) predictors. Responses on
match trials were sensitive to conceptual but not to lexical predic-
tors, suggesting that participants based their responses on concep-
tual codes but did not retrieve the picture name. Response latencies
in the mismatch condition were not sensitive to any of the predic-
tors. This pattern suggests that match responses in this task capture
all aspects of picture processing that do not include lexical access.
Using this task, we collected name–picture latencies on Meyer et

al.’s items, to assess whether they were matched adequately on all
variables other than word length.2 The results showed substantially
faster responses for objects with monosyllabic labels (592 ms) than
for those with disyllabic labels (626 ms): F1(1, 37) � 5.38, MSE �
19,885, p � .026; F2(1, 62) � 5.60, MSE � 27,305, p � .021.
Error rates in the two conditions were comparable (9.0% vs. 8.4%;
F1 and F2 � 1). The difference in latencies suggests that the two
stimulus sets were not perfectly matched on nonlinguistic vari-
ables: In a control task that evidently does not involve lexical
access (as shown by Stadthagen-Gonzalez et al., 2009), objects
with monosyllabic labels were processed faster than those with
bisyllabic labels. Hence, the latency effect reported by Meyer et al.
may be attributable to this difference rather than to the hypothe-
sized word-length effect.

Santiago et al. (2000) reported latency differences between
mono- and disyllabic stimuli in a picture-naming study. Their
stimuli were matched on the Kučera and Francis (1967) frequency
count, and our analysis confirmed that this was also the case on the
larger and more reliable CELEX (Baayen, Piepenbrook, & Gulik-
ers, 1995) and British National Corpus of spoken English (BNC;
Burnard, 1995) norms. Stimuli were furthermore pairwise matched
on initial phoneme, and a word–picture matching control task
assessed visual/conceptual components. However, Santiago et al.
did not control for name agreement, which is probably the most
powerful of all contributors to naming latencies (e.g., Alario et al.,
2004). Furthermore, stimuli were not matched on AoA. AoA
values were available to us from Bird et al. (2001) and/or from
Stadthagen-Gonzalez and Davis (2006) for 24 out of 28 monosyl-
labic labels and for 16 out of 28 disyllabic labels. The values
indicated significantly earlier AoA for monosyllabic (2.87) than
for disyllabic (3.41) picture labels ( p � .05; values refer to the
scale introduced by Gilhooly & Logie, 1980, with seven age bands
beginning with ages 0–2 and increasing 2 years at a time up to
ages 11–12 years, with the highest band referring to age 13 or
older). This difference could conceivably have affected picture-
naming latencies, as judged from previous studies that explicitly
manipulated AoA. For instance, Barry, Hirsh, Johnston, and Wil-

1 We thank Antje Meyer for providing us with the original stimuli.
2 Thirty-eight participants took part in this task. The original pictures

from Meyer et al.’s (2003) experiments were used, consisting of 16 objects
with monosyllabic names and 16 with disyllabic Dutch names. In their
English translation equivalents, 12 out of the 16 pictures with monosyllabic
Dutch names were also monosyllabic in English, and 4 were disyllabic. Out
of the 16 pictures with disyllabic Dutch names, 8 were monosyllabic in
English, 7 were disyllabic, and 1 was trisyllabic. These targets were used
for the match responses (i.e., the word preceding object presentation
matched the object’s name). We intermixed 32 unrelated pictures as filler
items for the mismatch responses. The experiment consisted of two exper-
imental blocks with 32 trials each (16 match and 16 mismatch responses in
each block); half of the participants judged critical items with monosyllabic
names first and those with disyllabic names second and vice versa for the
other half. On each trial, a word was presented for 1,000 ms, followed by
the picture, which remained on the screen for 1,500 ms. Participants
indicated their response by pressing one of the two shift keys on the
computer keyboard. Assignment of response hand to condition (match or
mismatch) was counterbalanced across participants. Latencies on error
trials were eliminated from the analysis (8.7%). There were no further
outliers, defined as latencies larger than 1,500 ms or smaller than 200 ms.
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liams (2001) varied pictures with names acquired early (1.95) and
late (3.36) and found an effect of 92 ms. Dent, Johnston, and
Humphreys (2008) varied pictures with names acquired early
(2.55) and late (3.41) and found an effect of about 50 ms. Hence,
it is not implausible to suggest that uncontrolled differences in
AoA in Santiago et al.’s study may also have contributed to the
results.

Finally, Meyer et al. (2007) reported longer naming latencies for
pictures with trisyllabic than monosyllabic names.3 Latencies on a
word–picture matching control task showed slightly longer laten-
cies for monosyllabic than for trisyllabic labels; hence, picture
recognition is unlikely to have caused an artificial length effect.
Name agreement values for the two sets, collected in a separate
norming study, were very similar. Meyer et al. reported a margin-
ally significant difference in frequency counts between mono- and
trisyllabic picture labels in the COBUILD database (16.4 vs. 10.1
per million, respectively). When we analyzed the stimuli on alter-
native frequency counts, we found that the monosyllabic labels
were significantly more frequent than the trisyllabic labels in the
BNC (Burnard, 1995; 12.9 vs. 5.8 per million, p � .001) and in the
Kučera and Francis (1967) norms (14.9 vs. 6.2 per million, p �
.014) and that they were marginally more frequent in the spoken
portion of CELEX (6.3 vs. 3.1 per million, p � .072). These
frequency differences are admittedly rather subtle compared with
those in studies (e.g., Jescheniak & Levelt, 1994) that explicitly
assessed the effects of frequency in picture naming. Nevertheless,
because frequency constitutes one of the main contributors to
picture-naming latencies, the naming latency differences reported
by Meyer et al. may have been partially caused by this variable
rather than by word length.

AoA values were not reported but may have also contributed to
the results: For the 12 out of 18 monosyllabic items and the 9 out
of 18 trisyllabic items for which such norms were available (again
from Bird et al., 2001, and/or from Stadthagen-Gonzalez & Davis,
2006), average AoAs were 2.59 and 3.24, respectively. Concerning
articulatory variables, mono- and trisyllabic picture names were
selected to have equal numbers of objects starting with vowels,
plosives, and fricatives. However, recent research by Kessler et al.
(2002) and Rastle and Davis (2002) has underscored the necessity
of matching stimuli pairwise on the exact initial phoneme (and,
ideally, even on full phonemic onset) if the aim is to equalize
word-initial phonetic characteristics; hence, on this criterion the
stimuli were less than optimally matched.

The outlined studies underscore the difficulties researchers face
in comparing sets of linguistic stimuli across experimental condi-
tions. Because investigations of word length have involved com-
parisons between two or more sets of stimuli, less-than-perfect
matching between stimulus sets that vary on the variable of interest
may have obscured a true underlying effect of word length, or it
may have created an artifactual latency difference that is then
erroneously attributed to word length. Of course, none of our
additional analyses on stimuli used in previous studies demon-
strated that the conclusions derived from these studies were incor-
rect. We merely point out that it is rather difficult to devise studies
comparing linguistic stimuli across conditions that are entirely free
from methodological concerns. The underlying problem afflicts all
psycholinguistic studies in which different stimuli are selected for
contrasting conditions (cf. Bowers, Davis, & Hanley, 2005; Cutler,
1981; Lewis, 2006). However, in studies of spoken production, the

problem is particularly prominent because the visual and concep-
tual components of object processing, which are typically of no
interest when investigating naming, contribute a large portion of
variance to latencies and therefore need to be carefully controlled.
Additionally, when dealing with pictorial stimuli, the pool of
possible candidates to choose from is severely restricted. As a
result, the status of word length as a variable contributing to
response latencies in spoken production tasks remains to be clar-
ified.

In our first experiment, we take another look at the issue by
comparing naming latencies for pictures with mono- and disyllabic
labels while controlling as tightly as possible for other potential
differences between the two conditions. Following the design of
Meyer et al. (2003), items were presented in pure blocks (i.e., short
and long words were tested in separate experimental blocks),
which should maximize our chances of obtaining an effect.

Experiment 1

Method

Participants. Twenty-four undergraduate students at the Uni-
versity of Bristol were paid a small fee to take part in this
experiment. All were native speakers of English, had normal or
corrected-to-normal vision, and had no history of language disor-
ders.

Materials. Target line drawings were selected from Cycow-
icz, Friedman, Rothstein, and Snodgrass (1997). Name agreement
and AoA were assessed by collecting ratings. In a printed booklet
with pages in a different random order for each rater, 136 line
drawings of objects with one- or two-syllable names in English
were presented to 18 participants. They were asked to write down
the name of each object next to the drawing and to give an estimate
(in years) of the age at which they acquired each word. Name
agreement was coded as the percentage of participants who gave
the expected name for each drawing.

From these results, two sets of 30 line drawings were selected.
Set A consisted of drawings with monosyllabic names, and Set B
consisted of drawings with disyllabic names (see Appendix A).
The experimental items in these two conditions were pairwise
matched on either full phonetic onset or on initial vowel. The items
had an average AoA estimate of 3.7 years for monosyllabic items
and 3.8 years for disyllabic items (F � 1). Average name agree-
ment was 97.8% for monosyllabic items and 98.9% for disyllabic
items (F � 1.57, p � .22). The two item sets were also tightly
matched on word frequency according to both the spoken portion
of CELEX (Baayen et al., 1995; 10.9 vs. 7.9 per million; F � 1)
and the BNC norms (Burnard, 1995; 19.6 vs. 22.1 per million; F �
1). Finally, the two sets of pictures were matched on name–picture
matching latencies according to the norms compiled by
Stadthagen-Gonzalez et al. (2009), with average match latencies of
506 ms for monosyllabic items and 502 ms for disyllabic items

3 An additional condition with disyllabic labels was included. This
condition showed somewhat (18 ms) faster RTs when compared with the
monosyllabic condition. However, this condition was unmatched to the
other conditions on articulatory characteristics; hence, the difference can-
not be unambiguously ascribed to word length.

895WORD-LENGTH EFFECTS



(F � 1; latencies on nomatch responses were also very similar:
542 ms and 537 ms, respectively; F � 1).4

Design. The experimental design included word length
(mono- vs. disyllabic) as a within-subjects and between-items
variable.

Apparatus. Stimuli were presented with DMDX 3.0 (Forster
& Forster, 2003) from an IBM-compatible computer on a 17-in.
monitor. Spoken responses were measured with a headset
(Sennheiser mb40) with attached microphone, which was con-
nected to the computer, and DMDX determined the onset of each
vocal response to the nearest millisecond. Pictures were standard-
ized to a size of approximately 7 � 7 cm and were presented
centrally as black line drawings on a white background.

Procedure. Participants were tested individually in a quiet
room. Items were presented in pure sets (i.e., all items in a
particular experimental block had the same length). Half the par-
ticipants were presented with the monosyllabic items first, and the
other half were presented with the disyllabic items first. Partici-
pants were presented with three consecutive blocks of each word-
length condition, with items within each block presented in a
different randomized order. At the beginning of each experimental
half (i.e., the monosyllabic or disyllabic set of words), participants
were familiarized with the experimental materials by studying a
booklet containing all the pictures in the set and their correspond-
ing expected names. They were instructed to name, as fast and
accurately as possible, each picture that would subsequently ap-
pear on the screen and to use only the names they had previously
studied. Once the participants finished the first half of testing, they
were invited to rest briefly and were then tested on the second set
of pictures, following the same procedure. The entire experimental
session lasted approximately 15 min.

On each trial, a fixation cross was presented centrally for 800
ms, followed by a blank interval of 350 ms. Then the target
appeared and remained on the screen for 1,800 ms, followed by an
intertrial interval of 1,000 ms.

Results

Trials with hesitations, stutters, and responses that did not
correspond to the expected picture name were classified as errors
and were excluded from the analysis of latencies (1.1% in the
monosyllabic and 0.8% in the disyllabic sets). These error rates
were too small to allow for a meaningful analysis. Latencies larger
than 1,500 ms and smaller than 200 ms were considered outliers
and were also removed (0.3%).

The results showed a mean response latency of 676 ms for the
monosyllabic condition and 666 ms for the disyllabic condition.
Analyses of variance (ANOVAs) conducted on the data, with word
length as a within-subjects but between-items variable, showed no
significant difference (F1 and F2 � 1). To test for the possibility
that an effect of word length may interact with the position of a
testing block, we additionally analyzed the data with ANOVAs in
which block order was included as a within-subjects and within-
items variable. There was no significant Block Order � Word
Length interaction (F1 and F2 � 1).

We additionally assessed the statistical power of our study. If we
hypothesize a word-length effect of 30 ms on the basis of previous
findings, such as those by Meyer et al. (2003), given an observed
standard deviation of 40 ms for the difference between mono- and

disyllabic conditions, the effect size d is .75. The resulting power
value of .94 makes it unlikely that the statistical power of our study
was insufficient to detect an existing effect.

Discussion

In Experiment 1, pictures with mono- and disyllabic names were
presented in pure blocks, as recommended by Meyer et al. (2003),
and the results showed no significant difference in naming laten-
cies. At the same time, the two stimulus sets were matched as
tightly as possible on potentially confounding variables. The null
finding challenges the claim that word length constrains naming
latencies in spoken production.

Nevertheless, it is always possible that some unknown variable
confounded with word length compromised our conclusion. In an
attempt to address this concern, we introduced in the next exper-
iment a procedure that allowed perfect matching of nonlinguistic
variables in a picture-naming task; that is, we assessed the impact
of word length while comparing pictures to themselves.

In Experiment 2, objects were presented and named across two
different languages, English and Dutch. Half of the pictures (Pic-
ture Set 1) had monosyllabic labels in English (broom) and disyl-
labic labels in Dutch (bezem); the other pictures (Picture Set 2) had
disyllabic labels in English (candle) and monosyllabic labels in
Dutch (kaars). All pictures were named by English and Dutch
speakers in their respective native languages. If a length effect
exists, then it should contribute to latencies in a systematic manner
and emerge as an interaction between language of the speakers and
object set: English speakers should have a relative advantage in
naming those pictures that are monosyllabic in English, whereas
the Dutch speakers should have a relative advantage at naming
those pictures that are monosyllabic in Dutch. Of importance,
independent of whether main effects of stimulus set, language, or
both are obtained, an underlying word-length effect should emerge
as an interaction between the two variables. By contrast, the
absence of such an interaction would suggest that latencies are not
constrained by word length. The key advantage of this approach
was that the same pictures are compared across different word
lengths, eliminating any possible visual or semantic confounds
with length—each picture acts as its own control.

It should be noted that a similar approach of using a cross-
language (or cross-population) comparison to control for potential
differences between items has been previously used (e.g., Car-
amazza, Costa, Miozzo, & Bi, 2001; Costa, Caramazza, &
Sebastian-Galles, 2000). For instance, Costa et al. (2000) asked
Spanish–Catalan bilinguals to name pictures whose names either
were or were not cognates across the two languages. Latencies
were faster for cognate than for noncognate responses (cognate
facilitation effect). By contrast, when Spanish monolinguals
named the same pictures, no differences emerged between cognate
and noncognate responses, excluding the possibility that the effect
found in bilinguals was due to uncontrolled differences in the
materials. Our own experiment, by contrast, takes a slightly dif-
ferent approach: There are no target and control languages, and we
are not interested in differences between stimulus sets in either

4 These norms can be accessed online at http://language.psy.bris.ac.uk/
name-picture_verification.html
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language. Rather, the interaction between response language and
stimulus set constitutes the critical source of evidence.

To validate this approach, we additionally asked participants to
name the stimuli as printed words. In word naming, length effects
are well documented (Balota & Chumbley, 1985; Balota, Cortese,
Sergent-Marshall, Spieler, & Yap, 2004; Jared & Seidenberg,
1991; Weekes, 1997). To our knowledge, there is yet no consensus
on the exact origin of the word-length effect in reading aloud, with
various authors attributing it to word recognition (e.g., Whitney,
2001), pronunciation (Kawamoto, Kello, Jones, & Bame, 1998), or
the operation of a serial print-to-sound assembly route (e.g., Colt-
heart, Rastle, Perry, Langdon, & Ziegler, 2001; Rastle et al., 2009).
In the current context, the exact underlying mechanism is of minor
interest to us; the word-length effect in reading aloud is used as an
empirical benchmark against which to pit potential word-length
effects found in picture naming. Specifically, in our experiment,
we predict an interaction between response language and stimulus
set in word naming. The central question then is whether a similar
interaction emerges in object naming. If so, then word length can
be safely assumed to contribute systematically to object-naming
latencies. If not, then a three-way interaction between stimulus set,
language, and modality should be observed, with the interaction
between language and stimulus set restricted to written word
naming.

Experiment 2

Method

Participants. Thirty-two participants were paid a small fee to
take part in the experiment. Sixteen undergraduate students at the
University of Bristol, all native speakers of English, contributed to
the English portion; 16 students at the Radboud Universiteit Ni-
jmegen, the Netherlands, all native speakers of Dutch, contributed
to the Dutch portion. All participants had normal or corrected-to-
normal vision and no history of language disorders. None of the
English participants took part in the experiment reported earlier.

Materials. Two sets of 12 stimuli were selected as targets (see
Appendix B). Stimuli in Set 1 had monosyllabic names in English
and disyllabic names in Dutch; stimuli in Set 2 had disyllabic
names in English and monosyllabic names in Dutch. For each
stimulus, the English and the Dutch labels were matched on their
initial phonemes.5 We collected ratings of name agreement and
AoA from 20 additional participants in each language in the same
manner as described in Experiment 1. The results showed that
stimuli were matched across the two languages on both measures
(Fs � 1).

Length characteristics in terms of letters and phonemes are
displayed in Table 1. An ANOVA conducted on length in letters,
with the variables stimulus set and language showed no effect of
set or language (Fs � 1) but showed a highly significant interac-
tion, F(1, 44) � 52.16, MSE � 36.75, p � .001. The same was
found for word length in phonemes, with neither a set nor a
language effect (F � 1) but with an interaction, F(1, 44) � 83.84,
MSE � 40.33, p � .001. Stimuli in Set 1 had an average frequency
of occurrence of 17.8 per million in the English portion of the
CELEX database and had a frequency of 16.6 in the Dutch portion
(ANOVA on log-transformed frequencies: F � 2.47, p � .145).

Set 2 had an average frequency of 5.8 in English and an average
of 6.1 in Dutch (F � 1).

Design. The experimental design included response language
(Dutch vs. English) as a between-subjects but within-items vari-
able, response modality (word vs. picture naming) as a within-
subjects and within-items variable, and stimulus set (Set 1 vs. Set
2) as a within-subjects but between-items variable.

Apparatus. The apparatus was the same as the one described
in Experiment 1. Words were presented centrally in lowercase bold
18-point Arial font, in black against a white background. Pictures
were standardized to a size of approximately 7 � 7 cm and were
presented centrally as black line drawings on a white background.

Procedure. Participants were tested individually in a quiet
room. At the beginning of the experiment, participants were fa-
miliarized with the experimental materials by studying a booklet
containing all the pictures in the set and their corresponding
expected names. They were instructed to name, as quickly and
accurately as possible, each picture that subsequently appeared on
the screen and to use only the names they had previously studied.
Each experimental session consisted of two blocks, one in which
printed words were named and one in which pictures were named.
The order of the two blocks was rotated across participants. Each
experimental block consisted of six experimental subblocks, and
within each subblock12 stimuli were presented and named once.
Subblocks 1 through 3 contained monosyllabic stimuli, and Sub-
blocks 4 through 6 contained disyllabic stimuli, or vice versa.
Again, the order was rotated across participants. Hence, each
participant named a total of 144 experimental trials (72 picture and
72 word-naming trials). The entire experimental session lasted
approximately 15 min.

On each trial, a fixation cross was presented centrally for 800
ms, followed by a blank interval of 350 ms. Then the target
appeared and remained on the screen for 1,800 ms, followed by an
intertrial interval of 1,000 ms.

5 For some of the stimuli, our attempt to match them on the initial
phoneme was merely an approximation; for example, the initial sounds of
the English word whale and the Dutch equivalent walvis are not entirely
identical. The remaining differences were, however, small enough to make
it unlikely that systematic differences in voice key triggering times were
introduced.

Table 1
Experiment 2: Average Length Characteristics of Stimuli, in
Numbers of Letters and Phonemes, Separately for Response
Language and Stimulus Set

Length characteristic and set English Dutch Difference

Length (letters)
Set 1 4.3 (0.65) 6.0 (1.04) 1.7�

Set 2 6.2 (0.83) 4.3 (0.78) 1.9�

Difference 1.9� 1.7�

Length (phonemes)
Set 1 3.4 (0.51) 5.4 (0.90) 2.0�

Set 2 5.3 (0.65) 3.7 (0.65) 1.6�

Difference 1.9� 1.7�

Note. Standard deviations are in parentheses.
� p � .001.
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Results

Trials with hesitations, stutters, and responses that did not
correspond to the expected name were classified as errors and
excluded from the analysis of latencies (0.5%). These error rates
were too small to allow for a meaningful analysis. Latencies larger
than 1,500 ms and smaller than 200 ms were considered outliers
and were also removed (2.5%). The results are shown in Figure 1
(left panels), separately for word (top panel) and picture (bottom
panel) naming. The right panels of Figure 1 display contrasts and
associated 95% confidence intervals, calculated with the method
described in Masson and Loftus (2003).

ANOVAs conducted on response latencies showed a significant
three-way Response Language � Stimulus Set � Modality inter-
action, F1(1, 30) � 6.10, MSE � 2,563, p � .019; F2(1, 44) �
4.39, MSE � 1,895, p � .042. Subsequently, the data were
analyzed for word and picture naming separately.

Word naming. ANOVAs with response language and stimu-
lus set as variables showed that the effect of response language
was not significant in the analysis by participants, F1(1, 30) �
0.56, MSE � 3,710, p � .461, but was significant by items, F2(1,

22) � 4.50, MSE � 2,656, p � .045, with average latencies of 459
ms for Dutch speakers and 468 ms for English speakers. The effect
of stimulus set was not significant, F1(1, 30) � 0.12, MSE � 64,
p � .732; F2(1, 22) � 0.19, MSE � 46, p � .672, with very similar
latencies for Sets 1 and 2 (466 ms and 468 ms, respectively). Of
importance, a highly significant Language � Stimulus Set inter-
action was obtained, F1(1, 30) � 14.37, MSE � 7,662, p � .001;
F2(1, 22) � 9.75, MSE � 5,755, p � .005, suggesting that naming
latencies were affected by the length of the stimuli.

For Dutch speakers, the 20-ms effect of set neared significance
by participants, F1(1, 15) � 4.14, MSE � 3,165, p � .060, and was
significant by items, F2(1, 22) � 5.30, MSE � 2,386, p � .031.
For English speakers, the 24-ms effect of stimulus set was signif-
icant, F1(1, 15) � 15.06, MSE � 4,561, p � .001; F2(1, 22) �
8.79, MSE � 3,415, p � .007.

Picture naming. Parallel ANOVAs conducted on picture-
naming latencies showed that the effect of response language was
not significant, F1(1, 30) � 0.01, MSE � 2, p � .986; F2(1, 22) �
0.01, MSE � 6, p � .931, with numerically identical latencies in
Dutch and English (611 ms). The effect of stimulus set was

Figure 1. Left: Response latencies (in ms) for word naming (top) and picture naming (bottom), separated by
stimulus set (Set 1: monosyllabic in English/disyllabic in Dutch; Set 2: disyllabic in English/monosyllabic in
Dutch) and response language (Dutch vs. English). Right: Contrasts for each effect plotted with 95% confidence
intervals, calculated with the method described in Masson and Loftus (2003). For convenience, each contrast is
plotted as a positive value.
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significant, F1(1, 30) � 13.75, MSE � 7,623, p � .001; F2(1,
22) � 3.45, MSE � 5,723, p � .077, with average latencies of 622
ms and 600 ms for Sets 1 and 2, respectively. Crucially, language
and stimulus set did not statistically interact, F1(1, 30) � 0.46,
MSE � 254, p � .504; F2(1, 22) � 0.26, MSE � 205, p � .619,
suggesting that in picture naming, word length did not systemat-
ically affect latencies.

As in Experiment 1, we additionally analyzed the data with
ANOVAs in which block order was included as a within-
subjects and within-items variable. Block order did not interact
with any of the other variables in the overall analysis or in the
analyses conducted for word and picture naming separately (F1

and F2 � 1).
One aspect of the study that potentially complicates its inter-

pretation arises from the fact that most Dutch speakers are rela-
tively fluent in English. As outlined earlier, previous research has
documented a cognate facilitation effect (Costa et al., 2000) in
bilingual individuals, such that pictures with labels that are cog-
nates in the two languages are named faster than those with
noncognate names, all else being equal. Given that some of our
items were rather similar across the two languages (tulip–tulp), it
is conceivable that their cognate (or near cognate) status could
have distorted the results and obscured an underlying word-length
effect. To investigate this possibility, we calculated a phonological
similarity score for each Dutch–English picture name pair: An
index ranging from 0 to 1 was computed as the average of the
fraction of shared phonemes in and out of position. The resulting
scores ranged from a minimum of 0.20 to a maximum of 0.80. Five
stimulus pairs showed a score of 0.50 or higher (helmet–helm,
mask–masker”, tulip–tulp, king–koning, and rail–reling). We sub-
sequently reanalyzed our data with these five pairs excluded. The
results still showed a significant Response Language � Stimulus
Set interaction in word naming, F1(1, 30) � 9.16, MSE � 4,807,
p � .005; F2(1, 17) � 4.10, MSE � 2,840, p � .059, but not in
picture naming, F1(1, 30) � 0.02, MSE � 11, p � .901; F2(1,
17) � 0.01, MSE � 8, p � .920. The three-way Response Lan-
guage � Stimulus Set � Modality interaction remained significant
in the analysis by participants, F1(1, 30) � 4.77, MSE � 2,186,
p � .037, although it was no longer significant in the analysis by
items, F2(1, 34) � 2.73, MSE � 1,254, p � .108. Consequently,
we consider it unlikely that cognate effects obscured a word-length
effect in picture naming.

Discussion

When Dutch and English participants named the same set of
pictures, there was no Response Language � Stimulus Set inter-
action. As in Experiment 1, this suggests that object-naming la-
tencies are not constrained by the length of the utterance. Although
the absence of an interaction in object naming constitutes a null
finding, this result does not reflect a lack of statistical power in that
the exact same manipulation worked quite well in word naming;
indeed, the null effect for objects interacted with the significant
length effect observed with words. The key advantage of the
present study compared with previous work is that we perfectly
matched for nonlinguistic factors in picture naming, given that
each picture acted as its own control. The mixed length findings
reported previously undoubtedly reflected difficulties in matching
different pictures in all relevant ways. The absence of a Stimulus

Set � Response Language interaction constitutes rather strong
evidence that word length does not contribute to object-naming
latencies.

The conclusion derived from Experiments 1 and 2 implies one
of two theoretical possibilities. Contrary to what is conventionally
assumed, speakers may assemble the phonological content of an
utterance in a parallel rather than a serial process; hence, there is
no cost for longer compared with shorter words. This seems
unlikely given the substantial evidence for the sequentiality of
phonological planning in speaking (e.g., Meyer, 1990; Meyer &
Schriefers, 1991; Roelofs, 2004; Sevald & Dell, 1994; van Turen-
nout et al., 1997; Wheeldon & Levelt, 1995). The second possi-
bility is that speakers initiate articulation of an utterance before
they have planned a single word: Perhaps only the first syllable of
an utterance is planned before the response commences, hence
rendering latencies for mono- and disyllabic stimuli very similar.
Prima facie, this account appears incompatible with recent evi-
dence showing that speakers plan at least one phonological word
(e.g., Wheeldon & Lahiri, 1997) and most likely substantially
more than one word (e.g., Costa & Caramazza, 2002; Damian &
Dumay, 2007; Schnur, Costa, & Caramazza, 2006). For instance,
Schnur et al. (2006) demonstrated that when pictorial stimuli were
named with sentences such as The orange girl walks, distractors
that were form related to the verb (e.g., walnut) speeded up
responses relative to an unrelated condition. This indicates that
prior to initiating the response, speakers had coactivated the pho-
nological constituents of the entire utterance.

A possible solution was suggested by Meyer et al. (2003, pp.
144–145). According to the model advocated by Levelt et al.
(1999), form encoding is divided into a phonological stage in
which segments of an utterance are activated and sequentially
assigned to syllable position and a phonetic phase in which artic-
ulatory programs corresponding to syllables are accessed and
placed in an output buffer (see, e.g., Cholin, Levelt, & Schiller,
2006, for evidence supporting the notion of a syllable-based pho-
netic level). An outline of this view is presented in Figure 2. The
general assumption in previous work has been that articulation is
typically initiated when the content of at least one phonological
word has been placed in the buffer. However, the authors consider
the possibility that less than one word, for instance, merely the
initial syllable of a response, is buffered prior to articulation.
Hence, speakers may phonologically plan substantial chunks of the
utterance, but a response is initiated as soon as the content of the
first syllable is placed into the articulatory buffer. This scenario
may be able to reconcile studies suggesting a substantial degree of
phonological advance planning with the present findings showing
the absence of a word-length effect.

Experiment 3 attempted to assess this possibility. The study’s
experimental design was very similar to the one used by Meyer et
al. (2003) and adopted in our first experiment. However, in addi-
tion, we combined it with a manipulation taken from recent work
by Roelofs (2002a). As in Roelofs’s work, we aimed at assessing
two different priming effects that potentially reside at distinct
processing levels. In addition to trials on which participants named
pictures with mono- and disyllabic names, trials were included on
which the target pictures were presented and named in conjunction
with auditorily presented distractors, consisting of the final sylla-
ble of the disyllabic picture names. By manipulating the match
between distractor and disyllabic picture names, we predicted a
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facilitatory effect, such that naming latencies in the related condi-
tion (e.g., candle presented with the distractor /dl/) should be faster
than latencies in the unrelated condition (candle presented with
/g��/). Facilitatory effects of form relatedness in picture–word
interference tasks are typically attributed to the stage of phono-
logical encoding (e.g., Starreveld, 2000). Specifically with regard
to end-related distractors of the type used here (e.g., Damian &
Dumay, 2007; Meyer & Schriefers, 1991; Roelofs, 2002a), the
implication is that phonological encoding of the target name must
have encompassed the overlapping portion. For us, the aim was to
investigate whether such a facilitation effect from end-related
distractors could be obtained in conjunction with a renewed failure
to obtain an effect of word length. Such an outcome would then
suggest that phonological encoding encompassed the entire word,
yet only a single syllable was phonetically encoded by the time a
speaker initiated articulation.

Experiment 3

Methods

Participants. Twenty undergraduate students from the Uni-
versity of Bristol were paid a small fee to take part in this
experiment. All were native English speakers, had normal or
corrected-to-normal vision, and had no history of language disor-
ders. None had taken part in the first two experiments.

Materials. The pictures with mono- and disyllabic names
from Experiment 1 were again used in this experiment. Each
picture was presented and named three times: once by itself (i.e.,
without a distractor) and twice in conjunction with distractor
syllables. Distractor syllables consisted of the final syllables of the
disyllabic picture names. For disyllabic picture names, these were
chosen such that in the related condition, distractors consisted of

the final syllable of the corresponding picture name (average
overlap was 50.7% of target phonemes; SD � 15.9); for the
unrelated condition, pictures and distractor syllables were recom-
bined such that there was no phonological overlap. For pictures
with monosyllabic names, the distractors were unrelated under
both instances of occurrence, such that any kind of form overlap
was avoided; note that both distractor conditions for monosyllabic
picture labels merely served as fillers in the context of this exper-
iment, and because they do not contain meaningful information,
results are not reported. See Appendix A for all combinations
between picture names and distractors.

To record the auditory distractors, a female speaker pronounced the
final syllable of the disyllabic stimuli. Sound files were digitized with
a sampling frequency of 16 kHz and presented during the experiment
over the Sennheiser headset at comfortable volume. The stimuli had
an average length of 353 ms (SD � 62).

Procedure. Pictures with mono- and disyllabic labels were
named in separate halves of the experiment; whether mono- or
disyllabic items were presented first was counterbalanced across
participants. Within each half, three blocks of 30 trials each were
presented, with each of the 30 pictures named once within each
block. Within a block, 10 pictures were presented without distrac-
tors, and 20 were presented with distractors (for pictures with
disyllabic labels, 10 distractors were form related, and 10 were
unrelated; for pictures with monosyllabic labels, all distractors
were unrelated). Assignment of stimuli to conditions was rotated
across blocks. A new random sequence of trials within a block was
generated for each participant, and the order of the three blocks
within each half was randomized for each participant. The entire
experiment consisted of 180 trials and took approximately 30 min
to administer.

Results

Trials with hesitations, stutters, and responses that did not
correspond to the expected name were classified as errors and
excluded from the analysis of latencies (1.7%). Latencies larger
than 1,500 ms and smaller than 200 ms were considered outliers
and also removed (0.1%).

Effect of word length. For the trials on which targets were
presented without distractors, the results showed a mean latency of
664 ms for monosyllabic items and a mean latency of 658 ms for
disyllabic items. ANOVAs showed that the difference in reaction
times was not significant (F1 and F2 � 1), hence replicating the
null finding regarding word length observed in the first experiment
with the same stimuli. Errors constituted 1.2% of the trials in the
monosyllabic and 1.0% in the disyllabic sets; the difference be-
tween these error rates was not significant (F1 and F2 � 1).

Effect of picture-distractor relatedness. Latencies for trials
with end-related distractors were substantially faster (692 ms) than
for those with unrelated distractors (730 ms); the difference of 38
ms was significant, F1(1, 19) � 30.05, MSE � 14,164, p � .001;
F2(1, 29) � 8.55, MSE � 21.862, p � .007. Corresponding error
rates were numerically identical (1.7%; F1 and F2 � 1).

Discussion

The results from the no-distractor conditions within Experiment
3 lend further support to the claim that response latencies in picture

Figure 2. Memory representation of the word candle in the WEAVER
(word-form encoding by activation and verification) model. For the sake of
simplicity, a number of details, most prominently metrical structure en-
coding, have been omitted. Adapted from “The WEAVER model of
word-form encoding in speech production,” by A. Roelofs, 1997, Cogni-
tion, 64, p. 258. Copyright 1997 by Elsevier.
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naming are not constrained by word length. The results of the
distractor relatedness manipulation—a facilitatory effect from dis-
tractors related to the second syllable of a disyllabic response—
additionally suggest that speakers, by the time they initiated a
response, had phonologically encoded the second syllable of the
disyllabic response words. In combination, the results support the
possible scenario suggested by Meyer et al. (2003): At the level of
phonological encoding, speakers clearly prepare the entire word
before commencing a response, but at the subsequent phonetic
level, a response is initiated as soon as the content of the first
syllable is placed into the articulatory buffer.

General Discussion

Summary and Implications

The assumption of incremental phonological encoding, com-
bined with the claim that encoding encompasses at least a single
word, predicts a word-length effect in the spoken production of
single words: All else being equal, longer words should take more
time to prepare than shorter ones. As summarized in the introduc-
tory section, this prediction is difficult to verify, mainly because
the crucial comparison is between sets of items for which it has to
be assured that items are matched on all variables other than word
length. In Experiment 1, we used a set of stimuli that were
stringently matched on a range of variables, and we did not obtain
evidence for a word-length effect. In Experiment 2, we approached
the issue by asking speakers of Dutch and English to name the
same pictures across the two languages. In this way, the pictures
were perfectly matched nonlinguistically. Again, no evidence for
an influence of word length was found. Finally, in Experiment 3,
we asked how a null finding concerning word length could be
reconciled with previous observations that the scope of phonolog-
ical encoding is relatively far reaching. By combining an experi-
mental manipulation of word length—as in Experiment 1—with
the use of spoken distractors, which were related to the second
syllable of disyllabic picture names, we showed that, indeed, a
single experiment can document both a null finding of word length
and facilitatory effects of distractors on the word-final syllable.
Overall, the results imply that at least for our target language
(discussed later) and for the length difference we tested (mono- vs.
disyllabic stimuli), word length does not contribute to naming
latencies. A practical consequence for future studies of single word
production is that there is no need to be concerned about matching
stimuli across conditions on this variable (although the need to
control for other variables, such as AoA and frequency, which are
highly correlated with word length, is worth noting).

The conclusion that word length does not contribute to naming
latencies evidently contradicts Meyer et al.’s (2003) suggestion,
based on the presence of such an effect in their results, that
speakers plan an entire word before initiating a response (as argued
in our introductory section, their positive finding quite likely arose
from mismatched stimuli). At the same time, the central finding of
Experiment 3—facilitation from form-related distractor words that
are related to the second syllable of disyllabic responses—is at
odds with minimalist accounts, such as the one by Bachoud-Lévi
et al. (1998), according to which speakers can base their response
on incomplete access to form representations of the response. In
the next section, we discuss this constellation of findings with

regard to current models of spoken production, and we argue that
the absence of a word-length effect is generally compatible with
observations of quite extensive phonological priming, as long as
the two observations are attributable to two different processing
levels.

A Detailed Account of the Findings

Our results raise important theoretical issues. Specifically, if the
absence of a word-length effect suggests that speakers initiate a
response as soon as the initial syllable of an utterance has been
prepared (as suggested by, e.g., Bachoud-Lévi et al., 1998), how
can this suggestion be reconciled with the finding that speakers
phonologically plan substantial portions of an utterance (e.g.,
Schnur et al., 2006)? One possible solution is to assume, in
accordance with Meyer et al. (2003), that effects of priming and of
word length are attributable to different processing hierarchy lev-
els. To evaluate this scenario, we discuss the theoretical frame-
work outlined by Levelt et al. (1999; see Roelofs, 1997, for
computational details) in some detail. According to the WEAVER
(word-form encoding by activation and verification) model (see
Figure 2), a target morpheme (or lexeme) initially activates all of
its corresponding phonological segments in parallel, together with
information about their order. Segments subsequently activate
successive syllable nodes in a strictly sequential fashion. Access
time of a particular syllable depends on its activation value, rela-
tive to those of competing syllables. Successive chunks of articu-
latory programs are then retrieved from a mental syllabary and
stored in an articulatory buffer.

In the current version of the model, a response is initiated when
the phonetic content of at least one phonological word (e.g., a
single lexical word plus associated unstressed function words, such
as auxiliaries, determiners, conjunctions, and prepositions) has
been placed into the articulatory buffer. Indeed, this assumption is
consistent with Meyer et al.’s (2003) claim that picture naming is
subject to a word-length effect. However, given the present find-
ings, it appears that speakers may be able to initiate their response
on the basis of the phonetic content of just the initial syllable of a
response.

How does the model account for the effects of form-related
distractors in picture–word interference tasks? Somehow the spo-
ken distractor needs to activate the initial syllable of the picture
name before its phonetic content is entered into the response
buffer. Given that in our Experiment 3, the spoken distractors
consisted of the second syllable of the picture names, it must be
that the distractors activated the morphemes of the target names,
which in turn activated the initial segments and corresponding first
syllable. For instance, in Figure 2, the distractor [dl] activates the
morpheme , which in turn activates the segments /k/ and /æ/ and
/n/, which in turn activate the syllable [kæn]. This in turn facilitates
the selection of the articulatory score of [kaen] during the process
of picture naming and speeds up the pronunciation of candle.

There are various ways in which the distractor [dl] could acti-
vate the morpheme . For example, the process could be lexically
mediated, with [dl] activating a set of form-related lexical items in
the phonological input lexicon (e.g., fiddle, candle, spindle), which
in turn activates in the output lexicon. This possibility is compat-
ible with evidence that perception of a spoken word entails the
coactivation of end-related words (e.g., Allopenna, Magnuson, &
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Tanenhaus, 1998; Bowers, Davis, Mattys, Damian, & Hanley,
2009; Shillcock, 1990). This mechanism would preserve the mod-
ular nature of speech production, as assumed by Levelt et al.
(1999). Alternatively, the spoken distractor [dl] could directly
activate the segments /d/ and /l/ (either because of connections
between segments in the input and output phonological systems or
because of the input and output segments being one and the same
in a common phonological system; cf. Dell, Schwartz, Martin,
Saffran, & Gagnon, 1997; Martin & Saffran, 2002). These seg-
ments would then need to activate the morpheme , which would in
turn activate the initial segments /k/, /æ/, and /n/, thus facilitating
the production of candle. This later scenario would require feed-
back connections between segments and morphemes in the speech
production process (contrary to Levelt et al., 1999). It should be
additionally noted that we are not theoretically committed to
WEAVER and its assumptions, specifically to the claim that
form-related priming emerges only through reduced access time of
relevant syllable nodes. It may be that two independent criteria
need to be met before articulation can start: At the phonological
level, the complete form of at least one phonological word has
been created, and at the articulatory level, at least one syllable has
been selected. In either case, the critical point is that effects of
phonological facilitation and of word length (or rather the absence
thereof) are not incompatible with each other, under the assump-
tion that they reside at separate and successive processing levels,
one operating in parallel and the other sequentially.

Are There Effects of Word Length in Other Contexts?

Our finding of a null effect of word length in single word
production must be qualified in that we tested only stimuli with
mono- or disyllabic names. Perhaps word-length effects would
emerge with a stronger contrast, by comparing monosyllabic re-
sponses to those with three ( parachute) or four (alligator) sylla-
bles? Such an experiment would be valuable, but because pictures
with names that are longer than two syllables are relatively rare,
the constraints on stimulus selection make it very difficult to match
them to stimuli with shorter names. The approach introduced in
Experiment 2—rendering matching superfluous by comparing a
picture to itself across two target languages—is even more difficult
to extend to longer stimuli.

Could it be the case that effects of word length in spoken
production emerge in some, but not all, languages? Given that
previous studies have suggested different basic strategies in speech
perception across languages (e.g., Cutler, Mehler, Norris, & Segui,
1983; Sebastian-Galles, Dupoux, Segui, & Mehler, 1992), perhaps
the phonological encoding mechanism similarly varies with re-
sponse language. Indeed, in Bates et al.’s (2003) large-scale re-
gression analysis of picture naming across many languages, word
length, measured in number of syllables, emerged as a significant
predictor for naming latencies in Spanish, Italian, and Hungarian
but not in English, German, Bulgarian, and Chinese. With English
and Dutch as the response languages in our experiment (both
Germanic languages), our failure to find a word-length effect is
generally compatible with the regression results. Thus, the possi-
bility remains that equivalent experiments carried out with Spanish
and Italian speakers would obtain results different from our own.
This possibility clearly needs to be addressed in future research.

The work reported in this article was concerned with the role of
word length in the spoken production of single words. Here, we
believe that the current data provide rather strong evidence for the
claim that speakers are generally able to initiate a response as soon
as the initial syllable becomes available, hence rendering the
length of the response irrelevant. This inference does not neces-
sarily imply that speakers could not, depending on the context,
choose larger planning units than a single syllable. The production
of utterances that consist of more than a single word entails
additional requirements, such as balancing the need for fluency
with minimizing processing load caused by planning (e.g., Levelt
& Meyer, 2000). In the growing literature on multiword utterances,
an empirical observation has recently been documented that bears
some resemblance to the topic of the present article, namely a
so-called reversed word-length effect. Griffin (2003) asked speak-
ers to name two objects, presented side by side, with two nouns,
and simultaneously monitored eye movements associated with the
response. In such situations, speakers typically move their eyes to
the second object before initiating a response (speech–gaze lag). It
was shown that utterances with a short noun in the first position
(wig–carrot) exhibited a longer speech–gaze lag than those with a
long noun in the first position (windmill–carrot). A reversed
word-length effect was additionally observed on speech onset
latencies. According to Griffin, this pattern may arise from the fact
that pronouncing a short word takes less time than pronouncing a
long one. Consequently, if speakers need to coordinate an utter-
ance consisting of more than a single word, more planning is
required prior to speech onset when the initial word is short than
when it is long. An alternative account was recently proposed by
Meyer et al. (2007), who reported a similar reversed word-length
effect on speech–gaze lag but not (contrary to Griffin, 2003) on
speech onset latencies. It was proposed that speakers start their
utterance as soon as the initial syllable of the leftmost object is
encoded. As a consequence, the speech–gaze lag should be longer
when the first object name is short than when it is long. This
account, if true, would be perfectly compatible with our finding of
an absent word-length effect in the naming of single pictures; by
contrast, Griffin’s account would suggest that findings from stud-
ies on single word production, such as ours, reflect rather atypical
circumstances (i.e., little risk of generating dysfluencies and, con-
sequently, speakers engaging in minimal planning), whereas
speech in a real-life context requires a more balanced trade-off
between efficiency and fluency. No matter which account eventu-
ally turns out to be correct, it is clear that findings from single
word production studies need to be put into perspective with
regard to how connected speech is generated. So, in practice, in
fluent speech, there may well be word-length effects, but for
reasons other than the retrieval of single words.
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Appendix A

Stimuli Used in Experiments 1 and 3

Monosyllables Disyllables Distractor 1 (Experiment 3) Distractor 2 (Experiment 3)

ant anchor /k��/ /sl/
axe apple /pl/ /bIt/
bat barrel /r�l/ /dl/
bird basket /skIt/ /pl/
bow bottle /tl/ /d��/
bus button /tn/ /r�l/
cake camel /ml/ /�n/
comb candle /dl/ /g��/
cow carrot /r�t/ /tIn/
dart donkey /kI/ /ð�/
flag feather /ð�/ /ml/
fan finger /g��/ /tn/
fork flower /��/ /tl/
harp hammer /m��/ /skIt/
hat hammock /m�k/ /sl/
lamp kettle /tl/ /l��/
kite ladder /d��/ /gwIn/
leg lion /�n/ /kI/
moon monkey /kI/ /d�/
mouse mountain /tIn/ /d�υ/
pen panda /d�/ /kI/
pig pencil /sl/ /m�k/
pear penguin /gwIn/ /r�t/
pipe pumpkin /kIn/ /��/
rake rabbit /bIt/ /d��/
rope ruler /l��/ /kIn/
spoon spider /d��/ /bl/
tie table /bl/ /k��/
watch whistle /sl/ /m��/
worm window /d�υ/ /tl/

Note. Items in the Distractor 1 column are form related to disyllabic picture labels.

Appendix B

Stimuli Used in Experiment 2

Set 1 Set 2

English Dutch English Dutch

bra beha candle kaars
brush borstel collar kraag
king koning dagger dolk
mask masker dragon draak
monk monnik fairy fee
nail nagel helmet helm
peach perzik peacock pauw
rail reling rudder roer
rain regen scissors schaar
skull schedel scooter step
swing schommel spider spin
whale walvis tulip tulp
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